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Information retrieval

● Given a query, and an item corpus, find the k most relevant items

“books with 
sad endings”



Retrieval phase

● Typically, we first retrieve a set of candidate items

“books with 
sad endings”



Re-ranking phase

● We then re-rank these items to obtain the final results

“books with 
sad endings”
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● In both phases, we need to score (Query, Item) affinity

Encoder-based models

Query Itemq1 q2 qm i1 i2 in... ...

Score

Model



● Cross-encoders jointly embed queries and items, and project the embedding

Cross-encoders

... ...

Query Itemq1 q2 qm i1 i2 in... ...

Transformer

Embedding

Weights

... ...

Dot product

Score

Token embeddings



● Dual-encoders separately embed queries and items, and measure embedding similarity

Dual-encoders

Transformer

...

Embedding Embedding

...

Transformer

...

...

Query Item

Dot product

q1 q2 qm i1 i2 in... ...

Score

Token embeddings



● Each query may have one or more associated positive items
○ Natively, a (featurised) multi-label learning problem

● Can create a set of multi-class labels for each positive
○ Now amenable to, e.g., softmax cross-entropy
○ Key challenge becomes suitable negative mining

Encoder training

Multilabel reductions: what is my loss optimising? Menon et al. NeurIPS 2019.

“books with 
sad endings”( }),{ ,

“books with 
sad endings”( ), “books with 

sad endings”( ),



Cross- versus dual-encoders

Dual-encoders are highly efficient for retrieval; cross-encoders inapplicable!

Dual-encoders tend to underperform for re-ranking

Maintain separate retrieval and re-ranking models

��

��

��

Passage Re-ranking with BERT. Nogueira and Cho. arXiV 2019.
Improving Efficient Neural Ranking Models with Cross-Architecture Knowledge Distillation. Hofstätter et al. arXiV 2020.
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Is there more to the story?
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Dual-encoders tend to underperform for re-ranking

Why does this happen?
Inherent capacity limit?
Limitations of training procedure?
…

Cross- versus dual-encoders

��

��



Capacity of dual-encoders: theory

● Can dual-encoders fit any (reasonable) relevance function?

● Yes, with sufficiently high embedding dimension!

Proposition. Under mild technical conditions, any 
continuous query-item score function s(q, i) can be 
approximated by some Z(q)T W(i), where Z(q), W(i) have 
at most countably infinite dimension.

Transformer

...

Embedding

...

In defense of dual-encoders for neural ranking. Menon et al. ICML 2022.

Embedding
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Do we see this in practice?



Capacity of dual-encoders: practice

● With large embedding size, dual-encoders work well on training set!
● However, there is a significant generalisation gap on the test set!

BERT-based encoders on 
MSMARCO



Why is there a generalisation gap?

● Dual-encoders tend to yield poorer margins
○ i.e., poorer gaps between score on positive and negative items

PositiveNegative



Transformer Transformer

● Distill predictions from a cross-encoder “teacher” to dual-encoder “student”

How can we mitigate the generalisation gap?

Transformer

...

...

...

...

Embedding

Weights

...

Embedding Embedding

...

...

...

CE model scores
as supervision

Distilling knowledge from reader to retriever for question answering. Izacard and Grave. arXiV 2020.



Transformer Transformer

● Distill predictions from a cross-encoder “teacher” to dual-encoder “student”

How can we mitigate the generalisation gap?

Transformer

...

...

...

...

Embedding

Weights

...

Embedding Embedding

...

...

...

CE model scores
as supervision

Distilling knowledge from reader to retriever for question answering. Izacard and Grave. arXiV 2020.

How to encourage better margins?



Distillation via multi-margin MSE (M3SE)

Teacher

Student

Teacher 
score

Student 
score

● Encourage matching teacher margin on positives P:

● Generalises margin MSE loss of (Hofstatter et al., ‘20)
○ For a single positive and negative, limiting case of softmax cross-entropy

Highest scoring 
negative



Distillation via ranking matching

● More generally, we may seek to match teacher’s ranking over top-k items
● Several versions of RankDistil objective possible:

RankDistil: knowledge distillation for ranking. Reddi et al. AISTATS 2021.

Top-k teacher 
scores Separation Order agnostic

Student scores

Multi-class loss

Binary loss



Empirical results for re-ranking

● Distillation can help mitigate the generalisation gap!



Dual-encoders tend to underperform for re-ranking

Why does this happen?
Poorer margins
Expressivity with small dimension

What can we do about it?
Distillation

Cross- versus dual-encoders
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Dual-encoders tend to underperform for re-ranking

Why does this happen?
Poorer margins
Expressivity with small dimension

What can we do about it?
Distillation

Cross- versus dual-encoders
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Can we make deeper changes?
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Cross- to dual-encoder distillation

Transformer

...

...

...

...

Embedding

Weights

Transformer

...

Embedding Embedding

...

Transformer

...

...

CE model scores
as supervision

Match
embeddings?

Romero et al. Fitnets: Hints for thin deep nets. arXiV, 2014.



Cross-encoder embeddings: a closer look

… …

Transformer

… …

Pooler

Score

q1
… …q2 qm i1 i2 in

Dot-productWeight vector

Joint embedding

Query + item 
tokens

Do joint embeddings 
capture semantic 

structure?



The perils of (naïve) pooling

● Cross-encoder training seeks to align embeddings of:
○ Positive pairs with some (learned) weight vector w
○ Negative pairs with some (learned) weight vector -w

● Joint embeddings tend to not capture semantic structure!
○ No explicit coupling amongst embeddings within a group

Pairwise 
distance matrix



The dual pooling trick

… …

Transformer

… …
Pooler Pooler

Score

q1
… …q2 qm i1 i2 in

Dot-product

Query + item 
tokens

Query embedding Item embedding

Separately pool
query and item 

tokens!

Yadav et al. Efficient Nearest Neighbor Search for Cross-Encoder Models using Matrix Factorization. EMNLP 2022.



● Dual pooling produces separate query and item embeddings

● However, these involve joint processing through the encoder!
○ Not suitable for use as a dual encoder!
○ Cannot use this for efficient query → item search

● Need to separately process queries and items…

Dual pooling = dual encoder?

… …

Transformer

… …

Pooler Pooler

q1
… …q2 qm i1 i2 in



Dual pooling for dual-encoders

… …

Transformer

… …
Pooler

Score

q1
… …q2 qm ∅ ∅ ∅

… …

Transformer

… …
Pooler Pooler

∅ … …∅ ∅ i1 i2 in
Unified Single-model Training Achieving Diverse Scores for Information Retrieval. Kim et al. ICML 2024.

Dot-product

Pass in dummy 
tokens

(conceptually)

Only pool 
non-dummy 

tokens



USTAD: unified cross- and dual-encoder

Transformer

∅q1 q2 qm

Transformer

∅ i1 i2 in

Pooler Pooler

Embedding Embedding

Transformer

q1 q2 qm i1 i2 in

Pooler Pooler

Embedding Embedding

● Re-use same Transformer for both cross- and dual-encoder!

Can be done 
independent of 
dual pooling…

… but embeddings 
would degenerate



USTAD: unified cross- and dual-encoder

Transformer

∅q1 q2 qm

Transformer

∅ i1 i2 in

Pooler Pooler

Embedding Embedding

Transformer

q1 q2 qm i1 i2 in

Pooler Pooler

Embedding Embedding

● Re-use same Transformer for both cross- and dual-encoder!

Can be done 
independent of 
dual pooling…

… but embeddings 
would degenerate

Simplified model development!



USTAD cross-encoder distillation

Transformer

∅q1 q2 qm

Transformer

∅ i1 i2 in

Pooler Pooler

Embedding Embedding

Transformer

q1 q2 qm i1 i2 in

Pooler Pooler

Embedding Embedding

● Distill final scores and intermediate embeddings!

Model scores
as supervision

Match 
embeddings

without 
collapse!



USTAD cross-encoder distillation

Transformer

∅q1 q2 qm

Transformer

∅ i1 i2 in

Pooler Pooler

Embedding Embedding

Transformer

q1 q2 qm i1 i2 in

Pooler Pooler

Embedding Embedding

● Distill final scores and intermediate embeddings!

Model scores
as supervision

Match 
embeddings

without 
collapse!

Richer distillation signal!



● Distill final scores and intermediate embeddings!

USTAD cross-encoder distillation + item tower re-use

∅q1 q2 qm

Transformer

∅ i1 i2 in

Pooler Pooler

Embedding Embedding

Transformer

q1 q2 qm i1 i2 in

Pooler Pooler

Embedding Embedding

Model scores
as supervision

Match 
embeddings

without 
collapse!

Transformer



● Distill final scores and intermediate embeddings!

USTAD cross-encoder distillation + item tower re-use

∅q1 q2 qm

Transformer

∅ i1 i2 in

Pooler Pooler

Embedding Embedding

Transformer

q1 q2 qm i1 i2 in

Pooler Pooler

Embedding Embedding

Model scores
as supervision

Match 
embeddings

without 
collapse!

Transformer
Shrink query 

encoder

Re-use item 
encoder from 

teacher!



● Embedding matching from USTAD teacher is powerful:

USTAD → smaller dual-encoder



Generic dual-encoder → smaller dual-encoder

● Embedding matching from generic dual-encoder teacher (e.g., SentenceBERT) also shows gains:



USTAD: cross- and dual-encoder mode

Transformer

∅q1 q2 qm

Transformer

∅ i1 i2 in

Pooler Pooler

Embedding Embedding

Transformer

q1 q2 qm i1 i2 in

Pooler Pooler

Embedding Embedding



USTAD: cross- and dual-encoder mode

Transformer

∅q1 q2 qm

Transformer

∅ i1 i2 in

Pooler Pooler

Embedding Embedding

Transformer

q1 q2 qm i1 i2 in

Pooler Pooler

Embedding Embedding

What model lives in between?
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Dual-encoder: recap

…

Transformer

…

Pooler

q1
…q2 qm

…

…

…i1 i2 in

Pooler

Score

Dot-product

Transformer

What happens 
with average 

pooling?



A closer look at average pooling

…

Transformer

…

Average

q1
…q2 qm

…

…

…i1 i2 in

Average

Score

Dot-product

Transformer



A closer look at average pooling

…

…

Score

q1
…q2 qm

…

…

…i1 i2 in

Transformer Transformer

Average

Token-token 
similarity



Learnable late-interaction (LITE)

…

…

Score

q1
…q2 qm

…

…

…i1 i2 in

Transformer Transformer

MLP

Token-token 
similarity

Learned 
aggregation of 

token similarities



● Flattened LITE: operate on 
flattened token similarities

A closer look at the MLP

Score

MLP

Token 
similarity

Flattened
matrix

Efficient document ranking with learnable late interactions. Ji et al. arXiV 2024.



A closer look at the MLP

Token 
similarity

Score

Linear

Flattened
matrix

Token 
similarity

MLP

MLP

Row-wise
processing

Column-wise
processing

● Separable LITE: alternately 
process rows & columns

● MLP-Mixer style

Efficient document ranking with learnable late interactions. Ji et al. arXiV 2024.



● ColBERT is a canonical late-interaction model, of the form:

s(q, i) = Σa maxb qa
T ib

● This involves a fixed aggregation of query and item tokens
○ May not be appropriate in all settings

● On the other hand, ColBERT is amenable to retrieval as well

Comparison to ColBERT

ColBERT: Efficient and Effective Passage Search via Contextualized Late Interaction over BERT. Khattab and Zaharia. SIGIR 2020.



Approximation power of dual-encoders

● Can dual-encoders fit any (reasonable) relevance function?

● Yes, with sufficiently high embedding dimension!

● But what if the embedding size is restricted?

Proposition. Under mild technical conditions, any 
continuous query-item score function s(q, i) can be 
approximated by some Z(q)T W(i), where Z(q), W(i) have 
at most countably infinite dimension.



● Dual-encoders cannot approximate arbitrary functions with a restricted dimension!
○ Embedding dimension needs to scale with the sequence length

Approximation limits of dual-encoders

Efficient document ranking with learnable late interactions. Ji et al. arXiV 2024.

Proposition. Suppose queries and items are represented as 
length L sequences in some P embedding space. There exists a 
continuous function s(q, i) such that, for any encoders Z(q), W(d) 
into some Q < P L dimensional space, Z(q)TW(d) suffers a constant 
approximation error against s.



● On the other hand, LITE turns out to be a universal approximator!
● Notably:

○ Without position encodings, result holds (ColBERT fails in this case)
○ With position encodings, result holds over (two!) pooled tokens’ similarity

Approximation power of LITE

Proposition. Suppose queries and items are represented as 
length L sequences in some P embedding space. For any 
continuous function s(q, i), there is a LITE model (i.e., Transformer 
+ MLP) that can approximate s up to arbitrary precision.



● LITE effectively interpolates between cross- & dual-encoders

Experiments: in-domain re-ranking

Highest quality, but 
highest cost

4x less document 
tokens



● LITE effectively interpolates between cross- & dual-encoders

Experiments: in-domain re-ranking

Close to CE quality 
with much lower cost

4x less document 
tokens



● LITE effectively interpolates between cross- & dual-encoders

Experiments: in-domain re-ranking

Significantly better 
than DE quality

4x less document 
tokens



Experimental results: cost reduction

● Lightweight scoring methods require more storage than dual-encoders
● LITE performs well with pooling and/or reduced embedding size!

Reduction via local averaging or projection Reduction via projection



Experiments: out-of-domain re-ranking

● LITE shows consistently good generalisation on BEIR tasks
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Dual-encoders tend to underperform for 
re-ranking

Why does this happen?
Poorer margins
Expressivity with small dimension

What can we do about it?
Score-based distillation
Architecture modification
Embedding-based distillation
Lightweight scoring

Cross- versus dual-encoders

��

��

�� 🔬 Transformer

...

Embedding Embedding

...

Transformer

...

...

Query Item

Dot product



Future work

Further optimising the encoder (cost, quality) tradeoff
Can we get the best of both worlds?

Unified retrieval and re-ranking
Do we really need two phases?

Generative retrieval and re-ranking
Do we even need encoder models?!

Transformer Memory as a Differentiable Search Index. Tay et al. NeurIPS 2022.



Thank You
Aditya Krishna Menon
Research Scientist


